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Abstract: Interacting with head-mounted augmented reality displays using 
natural user interfaces like speech recognition or gesture recognition is not 
practical in many situations notably in public spaces. Since these displays 
can be used combined with smartphones or wearables like smartwatches, 
the user interaction elements can be distributed across these devices. An 
eyes-free touch input concept for implementation on a connected mobile 
device with a touchscreen is presented here. An experiment was carried 
out to investigate the user performance on three different input devices, a 
smartphone, a smartwatch and a head mounted touch panel (HMT), using 
the same set of the touch gestures. Mobile devices are often used while 
walking; accordingly the interaction was investigated both while standing 
and walking. The evaluation showed no significant difference in user 
performance, response time or errors. A significant difference in subjective 
performance between the HMT and the smartphone was found using the 
NASA TLX questionnaire. As expected, the subjective estimation of 
mental, physical and temporal demands as well as effort and frustration 
were significantly higher while walking compared to standing. It was 
expected that the size of the touch screen would affect the performance of 
the various input devices, but this could not be verified. The touch 
gestures used were well suited for all three touch devices. Since the HMT 
is an integrated controller and there were no significant drawbacks in 
terms of performance compared to smartphone or smartwatch it is worth 
exploring how to optimize gesture control, size and placement of HMTs for 
future augmented reality displays. 
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1.  Introduction 
 

An easy and fast interaction technique can help increase the usability and open up 
more application contexts for augmented reality head-mounted displays. Commonly 
used input techniques for head mounted displays include natural user interfaces that 
use gesture, speech and gaze recognition, touch panels attached to the displays as 
well as handheld input devices. Natural user interfaces in particular are attracting 
increased attention with popular augmented reality displays like the HoloLens 
(Microsoft 2017) and Meta glasses (Meta Company 2017) focusing on natural user 
interfaces as their primary interaction method. Gesture based interfaces are often 
cumbersome to use and in many instances not suitable for public spaces. Robust 
speech recognition is problematic in noisy environments and the user’s ability to 
discretely interact with the display is limited. In situations like this, a smartphone or a 
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wearable like smartwatch that the user has at hand can act as an input device and 
can provide private and reliable interactions with the augmented reality interface.  

Touch gestures on an external input device can be employed to interact with 
augmented reality interfaces in head mounted displays. Ham et al. (2014) employed 
the touchscreen and inertial measurement unit of a smartwatch like wristband to 
interact with smart glasses. Benko et al. (2005) a touch table to interact with HMD in 
a multi-user collaborative environment. They also explored private interactions using 
specific gestures in a collaborative environment. Budhiraja et al. (2013) used touch 
gestures as well as motion of a hand held device to interact with a head mounted 
display. They suggest that touch gesture based input might be preferred more than 
device motion based gestures. Yoon et al. (2015) studies less noticeable interactions 
with devices like smartglasses using a finger-worn textile input device. In their pilot 
study, they argue that rich interactions are possible with one finger. Tsai et al. (2016) 
introduces a Thumbring for discrete interactions with smartglasses. The Thumbring is 
equipped with an inertial measurement unit to track motion and the users touch and 
slide finger segments to interact with content. 

The user can use the touchscreen of a smartphone or other wearables as a 
touchpad without having to look at it, thereby avoiding visual distraction and an 
overlap of the input device interface and augmented reality content. They can also 
offer single handed interaction. Eyes-free touchscreen interaction design should 
reduce the need for selection accuracy and use intuitive gestural mappings to allow 
fast interactions with the user interface and navigation (Kane et al. 2008). Gestures 
which need the user to be aware of the relative location of their finger on the screen 
should be avoided (McGookin et al. 2008) . During single handed interaction with a 
smartphone, the thumb is usually used to perform touch gestures. The gestures 
considered for input should consider human anatomical constraints and provide an 
intuitive mapping from gestures to system state (Oakley & Park, 2007). Moving the 
thumb diagonally along devices of any size is difficult and should therefore be 
avoided for input tasks. Horizontal and vertical thumb movements are recommended 
for repetitive tasks (Karlson et al. 2008).  

Not much attention has been paid to the usability of smartphones or other 
commercial-off-the-shelf wearables as input devices for head mounted augmented 
reality displays. In order to gain more detailed insights, an experiment was conducted 
to investigate how the attachment and holding as well as the haptics of wearables 
and mobile devices affect performance, distraction and subjective stress.  
 

 
2.  Method 
 

The extent to which user performance in touch based interaction with head mounted 
display is influenced by the physical attributes and placement of or holding input devices 
was investigated. Three touch-based input devices are compared here, a smartphone held 
in the hand, a smartwatch worn on the arm and a touch panel attached to the head 
mounted augmented reality display. The size of the touchscreen varies across the devices. 
It was hypothesized that performance varies on the different input devices. Input devices 
held in the hand cause less stress than input devices carried on the arm or head. It was 
hypothesized that the head-mounted input device causes the highest stress. Since mobile 
devices are often used in motion and running motion can have an influence on perfor-
mance, distraction and stress, this is investigated both while standing and walking. It was 
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hypothesized that the performance of a task increases when it is solved while standing up 
instead of walking.  

The study was carried out with 16 volunteers aged 29.4 ± 4,5 (Mean ± SD). A design 
with repeated measures for all conditions was chosen, conditions were permutated 
according to Latin square (Bortz 1993). 

The participants' main task is to observe the surroundings during virtual tour of a village 
and to pass on certain information using the augmented reality (AR) interface. The houses 
or landmarks in the virtual environment is marked using a specific code. The codes consist 
of a number from 1 to 8 and a letter from A to H, making a total of 64 combinations. The 
codes on a set of houses are highlighted by a turquoise rectangle in the AR view. If a code 
is selected, the selection is highlighted in yellow. In addition, the label "to be edited" or 
"irrelevant" is now displayed using symbols as shown in Figure 1.  The characters on the 
relevant landmark must be entered using a menu displayed in the AR view with one of the 
interaction devices. After completion of a task, the next set of houses is displayed. 

 

    
 

Figure 1: Alphanumeric codes on landmarks are highlighted using a turquoise rectangle in the AR view. A 
selected rectangle is highlighted in yellow and the symbols for "to edit" (left) and "irrelevant" 
(right) is displayed on the lower right corner of this rectangle. 

 
In addition, an attention demanding secondary task was administered to distract the 

user. Randomly generated distractors appearing in the AR view can be neutralized by 
temporarily focusing on the distractor. The distractor appears as a red blob if it is in the 
field of view (FOV) of the user; otherwise an arrow appears indicating the position of the 
distractor as shown in Figure 2. A gray or transparent blob indicates the area of focus of 
the participant.  If the task is not fulfilled after three seconds, this will be considered an 
error. A successful or failed task is acknowledged with specific tones and a new distractor 
is displayed at randomly generated intervals. These intervals, as well as the time for 
neutralization, were determined in preliminary tests and set to a range of 1.5 to 6 seconds. 

 

                           
 

Figure 2:  Visualization of the distractors in the augmented reality interface. The distractors in the user’s 
FOV appear as a red blob, and a red arrow indicates the position of the distractors outside the 
FOV.  
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The types of user interactions required in this AR interface includes object selection and 
menu interaction. The user interacts with the objects in the 3D environment as well as a 
2D menu using touch gestures like single tap, vertical and horizontal swipes as well as 
long press. 

The distributions of all experimental variables were tested for normality (Kolmogorov-
Smirnov test) and sphericity (Mauchly test); in case of significant results, the variance 
analysis uses the value corrected according to Greenhouse-Geisser. A multivariate 
variance analysis with repeated measurements is then performed. For dependent 
variables with significant differences, comparison is then performed in pairs with 
Bonferroni correction (IBM SPSS Statistics for Windows, 2011). 

 
 

3.  Results 
 
The performance in the main task was evaluated based on the dependent variables 

correctness of input and superfluous input steps. For the dependent variable correctness 
of input, the variance analysis did not reveal any significant differences between different 
input devices (F(3, 42) = 2.782; p=0.053; η²=0.166) or between walking and standing (F(1, 14) 
= 0.887; p=0.362; η²=0.06). Also for the dependent variable superfluous input steps, no 
significant differences was observed between different input devices (F (1.625; 22.752) =2.782; 
p= 0.149; η²=0.132) or between walking and standing (F(1, 14) = 1.144; p=0.303; η²=0.076). 

The performance in the secondary task was determined by the number of distractors 
detected and the average reaction time to the distractors. For the average reaction time to 
distractors, a statistical trend was evident for the variable walking. For the dependent 
variable number of distractors detected, the analysis did not show any significant 
differences between different input devices   (F(1.502, 21.023) =2.179; p= 0.147; η²=0.135) or 
between walking and standing (F(1,14) = 2.371; p=0.146; η²=0.145). Also for the variable 
average reaction time to the distractors, no significant influence of the different input 
devices (F(1.881, 26.330) =0.897; p= 0.414; η²=0.060) or walking and standing (F(1, 14) = 4.273; 
p=0.058; η²=0.234) could be established. 

NASA TLX was used to estimate the workload induced by the different input devices. 
Statistically significant influences of the variable device was found for the subscales 
Physical Demand (F (1.545, 21.634) = 4.273; p=0.036; η²=0.234), Performance (F (2.126, 29.763) 
=3,409; p=0,044; η²=0,196) and Effort (F (3, 42) = 3.355; p=0.044; η²=0.193). Post-tests 
show significant differences for the scale performance between the conditions HMT and 
smartphone (p=0.039). Statistically significant influences of the variable walking were 
found for the subscales mental demand (F(1,14)=15.404; p<0.01; η²=0.524), physical 
demand (F(1,14)=56.040; p<0,01; η²=0.800), temporal demand (F(1,14) = 23.628; p<0.01; 
η²=0.628), effort (F(1,14) = 25.091; p<0.01; η²=0.642) and frustration (F(1, 14) = 7.441; 
p=0.016; η²=0.347).  The post-test carried out subsequently showed significant differences 
in mental demand between walking and standing (p<0.01), physical demand (p<0.01), 
effort (p<0.01) and frustration (p=0.016).  
 
 
4.  Conclusion 
 

We studied the extent to which the placement and physical attributes of touch-based 
input devices, namely a head-mounted touch panel (HMT), a smartphone and a smart-
watch, influence the performance of the user, especially when used while walking. The 
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workload assessment based on NASA-TLX showed that there were statistically significant 
differences in physical demand, performance and frustration among input devices. The 
smartphone performed better than smartwatch and HMT. The HMT has produced higher 
physical demand, frustration and lower subjective performance compared to other devices. 
The size of the contact surface and the attachment of the HMT to the head could be one 
reason for this. It has been shown that the use of input devices while walking has a 
significant influence on the subjective assessment of total workload. Compared to the 
condition "standing", the mental, physical and temporal demands, effort and frustration 
were higher in the condition "walking". 

There were no significant differences in objective performance measures between the 
different input devices in standing or walking conditions. The type of input devices did not 
influence performance in the main task. It was expected that the size of the touch screen 
would affect the performance of the various input devices, but this could not be proven. 
However, it should be noted that multi-touch gestures have been avoided due to the 
smaller, touch-sensitive range of smartwatch and HMT. The touch gestures used were 
well suited for all three touch devices. There were also no significant differences between 
the different input devices or for the factor standing/walking in the secondary task. There 
was a statistical trend for a longer processing time for the secondary task in walking than 
standing. Here, the movement of the body and the physical resources required to walk 
could have influenced the reaction time. 

HMT and smartwatch do not need to be held in the hand during the input task, unlike 
the smartphone. For tasks that require the user to use their hands, it would be an 
advantage, as these devices do not have to be stowed away. Also assessing the input 
devices using objective performance measurements, none of the tested devices offers 
advantages or disadvantages over the others - whether walking or standing. Since the 
HMT is an integrated controller and has no significant performance drawbacks compared 
to smartphone or smartwatch it is worth investigating how to optimize gesture control and 
the size and placement of the touch panel.  
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